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What is Natural Language Generation
Build systems that can automatically generate coherent and useful text.

NLP = Natural Language Understanding (NLU)+ Natural Language Generation 
(NLG)

Different Tasks/Applications of NLG
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Machine Translation
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Dialog Systems and Conversation AI

55

Apple Siri Google Assistant Microsoft Cortana



Text Summarization
Document Summarization
● News Article
● Scientific Papers
● Report

Email Summarization

Dialog Summarization
● Meeting, Interview, TV series

6

CNN/Daily Mail (Nallapati et al., 2016)

https://arxiv.org/abs/1602.06023


Data-to-Text Generation
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E2E Dataset (Novikova et al., 2017)

DART Dataset (Nan et al., 2021)

https://arxiv.org/abs/1706.09254
https://arxiv.org/abs/2007.02871


Other Interesting NLG
Storytelling
Poetry
Image Captioning

8PLOTMACHINES (Ghazvininejad et al., 2017)

https://aclanthology.org/2020.emnlp-main.349.pdf


NLG using Encoder-Decoder
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generation-ba95ee0faadc



Decoding: Greedy (Beam Search with Size = 1)
● There are different ways of decoding (we will talk about this more in NLG.)
● The simplest decoding algorithm is greedy, i.e., beam search with size=1.
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https://lorenlugosch.github.io/posts/2019/02/seq2seq/



Decoding
● At each timestep during decoding, we take the vector (that holds the information 

from one step to another) and apply it with softmax function to convert it into an 
array of probability for each word.

●
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Beam Search

13

Produce many outputs

They can be re-ranked



Beam Search
● Beam Size = 2?
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https://medium.com/nlplanet/two-minutes-nlp-most-
used-decoding-methods-for-language-models-
9d44b2375612



Beam Search
● Beam Size = 2
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Beam Search
● Beam Size = 2
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Beam Search
● Beam Size = 2
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Beam search
● Store O(❓) elements

Any questions on beam search or decoding?



Beam search
● Store O(K*max_seq_length) elements
● Fast if you can parallelize the computation
● Usually gives a boost in accuracy!

Any questions on beam search or decoding?



“Beam Search Text is Less Surprising”
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The Curious Case of Neural Text Degeneration (Holtzman et al., 2020)

https://arxiv.org/abs/1904.09751


Beam Search -- Endless Looping
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The Curious Case of Neural Text Degeneration (Holtzman et al., 2020)

https://arxiv.org/abs/1904.09751


Pure Sampling
• Sample directly from the model’s outputted probabilities
• Produces low-quality, incoherent text due to “unreliable tail” of distribution
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Greedy Sampling can produce repetition
degeneration — output text that is bland, incoherent, or gets stuck in repetitive loops
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The Curious Case of Neural Text Degeneration (Holtzman et al., 2020)

https://arxiv.org/abs/1904.09751


Greedy Sampling can produce repetition
degeneration — output text that is bland, incoherent, or gets stuck in repetitive loops
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The Curious Case of Neural Text Degeneration (Holtzman et al., 2020)

https://arxiv.org/abs/1904.09751
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The Curious Case of Neural Text Degeneration (Holtzman et al., 2020)

Humans don't do Greedy Sampling

https://arxiv.org/abs/1904.09751


Better Model Score ⇏ Better Hypothesis
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Xu et al., 2021

https://arxiv.org/pdf/2112.07660.pdf


Reduce Repetition
Heuristic: Don’t repeat n-grams

Unlikelihood objective (Welleck et al., 2020) to penalize generation of already-
seen tokens

Other sampling strategy to introduce more randomness
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https://arxiv.org/abs/1908.04319


Top-K Sampling
● Sample from the K highest probability words at each time step 
● Difficult to pick a good K because of different probability distribution shapes 
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Top-K Sampling (Fan et al., 2018)
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Let’s decode a sentence.    
How to get the K? problem?

https://arxiv.org/abs/1805.04833


Top-K Sampling (Fan et al., 2018)
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Let’s decode a sentence.    
How to get the K? problem?

https://arxiv.org/abs/1805.04833


Top-p (nucleus) Sampling(Holtzman et al., 2020)
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https://arxiv.org/abs/1904.09751


Top-p (nucleus) Sampling(Holtzman et al., 2020)

33

https://arxiv.org/abs/1904.09751


Lower the temperature
● Distribution becomes more spiky
● Less diverse output (probability is concentrated on top words)

Sampling with Temperature
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Lower the temperature
● Distribution becomes more spiky
● Less diverse output (probability is concentrated on top words)

Raise the temperature
● Distribution becomes more uniform
● More diverse output (probability is spread around vocab)

Sampling with Temperature
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NLG Decoding
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The Curious Case of Neural Text Degeneration (Holtzman et al., 2020)

https://arxiv.org/abs/1904.09751


GPT-series Models Decoding
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Decoding based on Nearest Neighbor (Khandelwal et. al., 2020)

We introduce kNN-LMs, which extend a pre-trained neural language model (LM) 
by linearly interpolating it with a k-nearest neighbors (kNN) model.
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https://openreview.net/pdf?id=HklBjCEKvH
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Exposure Bias
What is exposure bias? Training with teacher 
forcing leads to exposure bias during inference.

● After the model is trained, we run inference or 
prediction on test and dev set.

● During prediction, we need to use the 
predicted token from the previous time step 
as the current input to the decoder.
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https://towardsdatascience.com/what-is-teacher-forcing-3da6217fed1c



44http://web.stanford.edu/class/cs224n/slides/cs224n-2021-lecture12-generation.pdf
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Non-Autoregressive Models
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Evaluation
● Content Overlap Metrics
● Model-based Metrics
● Human Evaluations

48



N-gram overlap metrics - BLEU (Papineni et al., 2002)
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"We present this method as an automated understudy to skilled human judges 
which substitutes for them when there is need for quick or frequent evaluations. 
…..  So we call our method the bilingual evaluation understudy, BLEU."

https://aclanthology.org/P02-1040.pdf


BLEU
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But in fact, "the" appear at most two 
times in the references, so let's only 
give credit of 2 out of 7 words.



How about Recall?
Why BLEU does not account for recall?

51



BLEU - Brevity Penalty
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Candidate translations longer than their references are already penalized by the 
modified n-gram precision measure: there is no need to penalize them again. 
Consequently, we introduce a multiplicative brevity penalty factor.

Let c be the length of the candidate translation and r be the effective reference 
corpus length.



N-gram overlap metrics - ROUGE (Lin et al., 2004)
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ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation.
BLEU is precision-based, while ROUGE is recall-based.

https://aclanthology.org/W04-1013.pdf


Issues of N-gram overlap metrics
n-gram overlap does not capture semantic relatedness!

In fact, BLEU is not ideal for for machine translation, and ROUGE is not ideal for 
summarization.

They get progressively much worse for tasks that are more open-ended than 
machine translation such as summarization, dialogue, story generation.

What to do?
● Semantic overlap 
● Model-based: Let's use learned representation of words to compute similarity.
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Content Overlap Metrics
N-gram overlap metrics
● BLEU
● ROUGE
● METEOR
● CIDEr

Semantic overlap metrics
● PYRAMID
● SPICE
● SPIDEr
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Model-based Metrics - BERTScore (Zhang et al., 2020)
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https://arxiv.org/abs/1904.09675


Model-based Metrics - COMET (Rei et al. 2020)
Key Idea: Train a neural network that directly outputs quality estimation score or 
ranking.
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https://aclanthology.org/2020.emnlp-main.213.pdf


Human Evaluation
Ask humans to evaluate the output text.

Overall Quality
Specific dimension
● fluency
● grammaticality
● coherence / consistency
● factuality and correctness
● style / formality
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Issues with Human Evaluation
Slow and Expensive

Hard to reproduce the results

Hard to compare with other human evaluation results

Human evaluators are not always reliable due to many reasons
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Ethical Considerations
Bias in Language Models

The Woman Worked as a Babysitter: On 
Biases in Language Generation (Sheng 
et al., 2019)
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https://arxiv.org/pdf/1909.01326.pdf
https://arxiv.org/pdf/1909.01326.pdf


Ethical Considerations
REALTOXICITYPROMPTS: 
Evaluating Neural Toxic Degeneration 
in Language Models (Gehman et al., 
2020)

Hidden bias from degeneration using 
even prompts without any toxic 
words.
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https://arxiv.org/pdf/2009.11462.pdf
https://arxiv.org/pdf/2009.11462.pdf


Reading
The Amazing World of Neural Language Generation, EMNLP 2020 Tutorial 
https://nlg-world.github.io/

How to generate text: using different decoding methods for language generation 
with Transformers

Evaluation of Text Generation: A Survey

Ethical and social risks of harm from Language Models
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https://nlg-world.github.io/
https://huggingface.co/blog/how-to-generate
https://huggingface.co/blog/how-to-generate
https://arxiv.org/abs/2006.14799
https://arxiv.org/abs/2112.04359

